
Fairness in Machine Learning



ML algorithms have failed to uphold 
basic notions of fairness throughout the 

history of machine learning



Language models

Goal: 

• Learning word associations 

• Applications:
• Complete sentences

• Find synonyms 

• Word analogies: “a is to b as x is to y”

Ex: word2vec. i) Computes distance between any pair of words, then ii) 
embeds in it a 2 or 3D space



Word2vec embedding
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Word2vec – word analogies
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Started investigating failures of the word2vec model

Used word2vec to make analogies across genders:

• “Man is to X as woman is to Y”

• Set X = “Computer Programmer”

• Y = “Homemaker”

“Man is to Computer Programmer as Woman is to Homemaker?
Debiasing Word Embeddings”



Word2vec – word analogies

2016: T. Bolukbasi, K-W Chang, Zou, Saligrama, Kalai

Started investigating failures of the word2vec model

Used word2vec to make analogies across genders:

• “Man is to X as woman is to Y”

• Set X = “Computer Programmer”

• Y = “Homemaker”

“Man is to Computer Programmer as Woman is to Homemaker?
Debiasing Word Embeddings”



Word2vec – word analogies

2016: T. Bolukbasi, K-W Chang, Zou, Saligrama, Kalai

Started investigating failures of the word2vec model

Used word2vec to make analogies across genders:

• “Man is to X as woman is to Y”

• Set X = “Computer Programmer”

• Y = “Homemaker”

“Man is to Computer Programmer as Woman is to Homemaker?
Debiasing Word Embeddings”



Word2vec – word analogies

2016: T. Bolukbasi, K-W Chang, Zou, Saligrama, Kalai

Started investigating failures of the word2vec model

Used word2vec to make analogies across genders:

• “Man is to X as woman is to Y”

• Set X = “Computer Programmer”

• Y = “Homemaker”

“Man is to Computer Programmer as Woman is to Homemaker?
Debiasing Word Embeddings”



Word2vec – word analogies

2016: T. Bolukbasi, K-W Chang, Zou, Saligrama, Kalai

Started investigating failures of the word2vec model

Used word2vec to make analogies across genders:

• “Man is to X as woman is to Y”

• Set X = “Computer Programmer”

• Y = “Homemaker”

“Man is to Computer Programmer as Woman is to Homemaker?
Debiasing Word Embeddings”



Man is to Computer Programmer as Woman 
is to Homemaker?



Man is to Computer Programmer as Woman 
is to Homemaker?



What’s the harm?

Language models can be used to make decisions about individuals, and 
in turn can be discriminatory
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Facial recognition bias and consequences

Facial recognition is used today by:
• Airport and airline screening

• Public housing 

• Employers 

• Law enforcement 

• Military drones

Since facial recognition algorithms are unfair, the harm that results 
from using them are disparate

Ex: arresting criminals based on facial recognition



Facial recognition bias can have big 
consequences
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Algorithms in loan/mortgage decisions

Algorithms are a big part of loan/mortgage/credit decisions today

Loan decisions are biased:

At equal financial situation, people of color are less likely to get the 
same loan/mortgage.

Why?

• Historically, loan decisions have been racist ➔ biased training data

• Algorithms can learn to mimic that human bias/racism



Algorithms in loan/mortgage decisions

Redlining
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Algorithms in loan/mortgage decisions

Loan algorithms not only perpetuate bias…

… But they can also amplify it

Less likely to approve loans for people of color

➔ get little data about likeliness to repay loan

➔makes approving loans for POCs risky and “undesirable”

Vicious cycle that can make decisions less and less fair over time
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Algorithms in loan/mortgage decisions

Loan algorithms not only perpetuate bias…

… But they can also amplify it

Less likely to approve loans for people of color

➔ get little data about likeliness to repay loan

➔makes approving loans for POCs risky and “undesirable”

Vicious cycle/feedback loop ➔ less and less fairness over time



Predictive policing: PredPol



Predictive policing & bad feedback loops

Racist data showing more people of colors arrested in the past

➔ Spend more police resources in areas with more POCs

➔ Arrest more POCs (not necessarily because of higher crime rate, but 
higher detection rate)

over time



Predictive policing & bad feedback loops

Racist data showing more people of colors arrested in the past

➔ Spend more police resources in areas with more POCs

➔ Arrest more POCs (not necessarily because of higher crime rate, but 
higher detection rate)

Predictive policing algorithms can get stuck in negative feedback loops 
that allocate more to certain areas independently of crime rates

missing label problem again



Predictive policing & bad feedback loops

Drug arrests made by the Oakland 
Police Department, 2010

Estimated number of drug users, 
based on 2011 National Survey on 

Drug Use and Health

“To predict and serve?” Kristian Lum, William Isaac



Predictive policing & bad feedback loops

“To predict and serve?” Kristian Lum, William Isaac

Populations 
targeted by 

PredPol

Estimated 
drug use



Big Data in College Admission Marketing



Big Data in College Admission Marketing

Targeting majority population
➔More applicants from majority 

population
➔More admitted students from 

majority population
➔ Target the majority population 

more



Why is fairness not “trivial”?
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What is even the right notion of fairness?

Two legal doctrines in the U.S.:

Disparate Treatment vs Disparate Impact

• Intentional discrimination
• Taking race into account 

in decisions

• Avoidable harm or 
discrimination

• Possibly indirect



What is even the right notion of fairness?

Two legal doctrines in the U.S.:

Disparate Treatment vs Disparate Impact

But disparate treatment and impact are often incompatible!
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• Algorithms are never truly “race-blind” or “unaware”

• Correlation across features can reveal information about sensitive 
attribute, even if sensitive attribute is not explicitly used



(Un)fairness through unawareness

Common critique: 

“Fairness should be easy. How can it be unfair if we do not take 
sensitive attributes like race into account?”

Back to redlining example:
• Can use zip code/etc. as a proxy for race
• Even if race is hidden, can use zip code 

to discriminate
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• Same value for a given observed feature may have different meanings 
across different populations, and cannot be treated the same
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(Un)fairness through unawareness

Common critique: 

“Fairness should be easy. How can it be unfair if we do not take 
sensitive attributes like race into account?”

Why would wealthier populations have advantages on SAT?

• Access to better preparation for SAT ➔ higher scores at everything 
else equal

• Can take the SAT several times, until get desired score



So to design “fair” algorithms, we often 
need to take fairness explicitly into 

account…



Many possible sources of unfairness

Previous examples showed different reasons for unfairness:

• Data bias (probably the most obvious one)

• Quantity of data across groups

• Only access to proxies

• Mis-specified learning objective

• Feedback loops/long-term effects exacerbate unfairness

• Etc.
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Example 1: ad auction

• Two type of agents: A and B.

• Advertiser 1  has value (1,1), advertiser 2 (0,1.1). Single ad slot.

Objective: max social welfare

• If type = A, allocate to advertiser 1

• If type = B, allocate to advertiser 2

A = male, B = female; advertiser 1 = higher ed, ad 2 = maternity clothes



Sources of unfairness

Previous examples showed different reasons for unfairness:

• Data bias

• Imbalance in the quantity of data across groups

• Only access to proxies rather than true, intrinsic attributes

• Learning objective causes unanticipated bias

• Feedback loops/long-term and composed effects



Sources of unfairness: feedback loops

“The rich get richer”

More wealth
➔ better access to better loans 

or mortgages
➔ more wealth



Sources of unfairness

Previous examples showed different reasons for unfairness:

• Data bias

• Imbalance in the quantity of data across groups

• Only access to proxies rather than true, intrisic attributes

• Learning objective causes unanticipated bias

• Feedback loops/long-term and composed effects

• Possibly many other reasons…



Fairness issues do not simply arise at 
the algorithmic level, and algorithms 

probably cannot solve all fairness 
issues…



…But algorithms are widely used in 
important life decisions, and we should 
strive to make them as fair as possible



Algorithmic Fairness

How can we prevent our algorithms for 
making unfair decisions, and mimicking 

or perpetuating bias?


