
What assumptions do we 
make when using algorithms 

for decision-making?
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The machine learning loop: measurement

Issue: measurement is often subjective. Data is not stable over time.

But:
• Definitions of race in the U.S. 

have been subject to change
• U.S census has had varying race 

categories over time
• This data: from 1980 to 2015, 

but multiracial category 
introduced in 2008
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The machine learning loop: learning
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The machine learning loop: learning

Issue #1: mimicking bias in data

Issue #2: introducing new bias not present in the data

Examples:

• Ad auctions from last lecture

• Sample size disparity
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The machine learning loop: individuals react

The credit scoring rule you use affects how humans manage their finances and try to 
improve credit 
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The machine learning loop: feedback

Populations 
targeted by 

PredPol

Estimated 
drug use



The machine learning loop

Our focus for the first few lectures on fairness. 
Purely algorithmic problem: how to design algorithms that are as fair as possible



What assumptions do we make…

With respect to measurement?
• How well does data really reflect true attributes/state of the world? 

• Do we assume the same data has the same meaning across different groups? 
Ethnic backgrounds? Socio-economic statuses?

With respect to our learning procedure?
• Does our objective guarantee fairness, even assuming the data is “perfect”? 

Do we see direct discrimination?

• Does our algorithm guarantee fairness, in the presence of biased data? In the 
presence of data with different meaning for different groups?
Do we perpetuate structural bias?



What assumptions do we make…

“On the (im)possibility of fairness”
Sorelle A. Friedler

Carlos Scheidegger
Suresh Venkatasubramanian


